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The landscape of digital privacy risks faced by individuals seeking abortions has grown increasingly complex following
the overturn of Roe v. Wade. Reproductive healthcare providers are uniquely positioned to offer critical privacy guidance.
We conducted interviews with 22 reproductive healthcare providers across the U.S. to explore their perceptions of privacy
threats for abortion-seeking patients and the types of guidance they provide. Our findings show that providers are most
concerned about privacy risks for vulnerable patients—minors, individuals seeking gender-affirming care, and those in
abusive relationships—particularly regarding information that could be intercepted by people close to them, such as partners
or relatives. However, providers generally do not perceive government surveillance or hostile actors as major threats to
abortion-seeking patients. We conclude with an updated notion of informed consent and preliminary recommendations for
ways healthcare providers can revise their threat models to better support the privacy of abortion-seeking patients.
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1 INTRODUCTION

In When Abortion Was a Crime, Leslie J. Reagan writes that, “it would have been virtually impossible for the state
to enforce criminal abortion laws without the cooperation of physicians,” and that the “medical profession and its
institutions acted as an arm of the state” by observing and reporting illegal behavior [102]. Abortion is once again
a crime in many states in the U.S., but enforcement of abortion restrictions and bans in today’s digital landscape
takes on far more expansive dimensions, encompassing devices, social media and third-party data, and electronic
health records (EHRs). Hostile healthcare providers! reporting on patients they suspect of exposing a fetus to

1Unless otherwise specified, “healthcare providers” refers to individuals who work in healthcare settings and includes those who provide
medical or other care (e.g., nurse, doctor, social workers) who have access to EHRs. We detail the titles and roles of the “reproductive health
providers” we interviewed in the methods section. Sometimes we refer to providers of other services like Internet, counseling, legal, etc.
When we do, we specify their roles.
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harm [64, 71], or of an abortion [59, 106] has long been a concern. Before the Dobbs decision,? reproductive
justice advocates have noted an alarming increase in the number of people capable of pregnancy who have
been subject to criminal arrest from 2006 to June 2022 [71]. These cases were often instigated by healthcare
providers, but new laws seem to incentivize reporting by family members suspected or known to have had an
abortion [29, 95], and digital access seems to provide new avenues for prosecution.

First, let’s examine the providers in this realm. Although reproductive clinics—and those that fund them [116]—may
limit the flow of patient reproductive data, they face the threat of having to surrender protected health informa-
tion (PHI) to authorities, including states with more restrictive abortion laws [4, 75, 78, 106]. While healthcare
providers may be subject to investigation and subpoenas for their records [28, 106, 138], hostile providers may
report patients suspected of seeking abortions to the police [59]. It is also now possible for them to gain access to
data shared on Health Insurance Portability and Accountability Act (HIPAA)-protected EHRs [106, 143]. State
attorneys general are increasingly seeking access to the medical records of individuals pursuing out-of-state
abortions [4, 78].

Second, reproductive healthcare patients are also vulnerable to investigation of their social media accounts
and other third-party data instigated by hostile healthcare providers and people close to them who may take on
a vigilante role [112, 124]. There is the risk that activities conducted on personal devices—browsing [112, 124],
purchases [37], location [45, 131], messages exchanged with friends or family [43, 70]—can be used in prosecution.
Authorities have shown a willingness to issue warrants for records related to reproductive health crimes to
social media companies [25, 70, 98], and they also find ways to access individuals’ devices and data with relative
ease [112].

Despite protections theoretically offered by the Health Insurance Portability and Accountability Act (HIPAA),
gaps remain in safeguarding reproductive health information. For instance, there exist threats from apps that
collect data about patients’ health that claim to be privacy-protective, including from EHRs [1]. These apps may
be intercepted by hostile healthcare providers —who may feel empowered to report patients—or by healthcare
portals or other health related apps not bound by HIPAA [35, 41, 105]. According to the U.S. Department of Health
and Human Services (HHS), while apps provided by healthcare providers may be protected by HIPAA, healthcare
related data captured outside of medical portals are not [35, 59, 105, 107], nor are pharmacy data [63, 129]. What’s
more, companies that provide healthcare portals also reserve the right to sell patient health records for advertising,
and some claim that they are not constrained by HIPAA [53]. These companies may also claim these data are not
identifiable, but examples abound of supposedly deidentified data being reidentified [94, 113, 137].

While HIPAA may offer some protection for institutions aiming to safeguard patient data, warrants can permit
the disclosure of these data [104]. Once seen as an impenetrable shield, HIPAA now resembles a loose curtain over
patient privacy, as laws are not only written but also interpreted through litigation and prosecution. Consequently,
we are still learning what HIPAA does and does not protect, particularly as states seek to extract information
for enforcement purposes. No single legal determination can be seen as definitive in the face of aggressive and
creative tactics used to exploit pregnant people’s personal information to prevent or punish abortion.

It would thus appear that the vectors of privacy leakage and prosecutorial threat have broadened to include
several key groups: Unwitting healthcare providers: Medical records can travel across state lines into the hands
of hostile healthcare providers in states where abortion is illegal. These providers may feel empowered to report
patients who receive abortions [74, 143].> Patients: Their records may be seized across state lines [4, 75, 78].
Friends, family, and partners: These individuals may learn about abortions through various means [84,
95, 115, 128]. State authorities: These officials may gain knowledge of suspected abortions from healthcare

2In Dobbs v Jackson Women’s Health Organization (2022) the Supreme Court of the United States ruled that the U.S. Constitution does not
protect the right to an abortion, effectively overruling the landmark cases Roe v. Wade (1973) and Planned Parenthood v. Casey (1992). This
decision returned to states the power to regulate abortion.

3This also includes healthcare providers whose EHRs are subpoenaed by law enforcement.
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providers [43, 59, 112, 124] or have access to patients’ search histories [111], social media [70, 81, 98], online
reproductive health activities [63, 72], or visits to clinics [24, 45, 131].

Post-Roe, prohibitions seem increasingly formidable because the panopticon* continually broadens the “vast
attack surface for surveillance” [35]. Taken together, abortion-seeking individuals face digital privacy risks from
all sides: EHRs, social platforms, third parties. Some of this risk quite literally comes from “inside the house”—i.e.,
one’s own device or those of one’s intimate circle—giving law enforcement a sightline into evidence that can be
used to prosecute abortions. Still, reproductive healthcare providers may be in a position to help.

Reproductive care clinics take seriously their role in protecting patients from EHR-based threats from authorities
seeking records and threats from within their walls—other patients, or individuals patients bring to the clinic.
However, current and emerging threats to reproductive health freedoms require that healthcare providers be
equipped to offer their patients more holistic guidance that take into account the vast surface area of threat,
including patients’ own devices, as well as EHR that travels outside their walls. This sort of competence is not
part of their professional training, which means that protocols are only now being developed or improvised (if at
all) in response to practical, urgent need. Consequently, we know very little about the practices reproductive
healthcare providers are following, beyond standard patient confidentiality, in their efforts tosupport patient
privacy and care post-Roe. This is important as all those well acquainted with the risks and structural challenges
faced by vulnerable groups are ideally positioned to provide privacy guidance [80, 89, 119].

This research explores, at a high level, how U.S. reproductive healthcare providers thinking about privacy for
abortion-seekers amid rapidly changing and increasing legal threats to bodily autonomy. Specifically, it examines
the risks providers are concerned about, the practices they employ; and the types of privacy guidance they
currently offer—or wish to offer—to their patients. To address these questions, we conducted 22 interviews with
reproductive healthcare providers (referred to as “providers™in our findings) across the U.S.

We find that the reproductive healthcare providers we spoke with are primarily concerned about threats arising
from the flow of information that emanates from their practices—specifically, conversations and written records
exchanged between patients and providers through electronic communications that could be intercepted by
patients’ partners, other family members; or close associates. These concerns are mostly focused on patients
whom they consider most vulnerable—minors, individuals seeking gender-affirming care, and those in abusive
relationships—who are seeking legal reproductive care: While the reproductive healthcare providers we spoke with
worry about patients’ access to abortions, particularly when they are from out-of-state or are going out-of-state,
providers’ most acute concerns center on the possibility that those patients could present with complications
which require medical intervention after returning to their home state. While the reproductive healthcare
providers we spoke with are sensitive to the need to manage EHR data flow, most do not view EHRs or patient
devices as vectors for abortion-related prosecutorial threats and certainly do not provide counseling to patients
on device privacy.

Ultimately, we find that, among the reproductive healthcare providers we spoke with, threat modeling around
HIPAA is premised on a slightly limited or outdated view of patient privacy, where the primary threats to patients
are disapproving or abusive parents and partners, or immigration authorities. In the post-Roe era, there appear
to be gaping holes in HIPAA protections, as it does not safeguard EHRs from flowing across state lines, nor
from authorities who gain access through physical devices (e.g., [112, 124]) or through tech companies and other
data brokers (e.g., [35, 45, 107, 131]). Very rarely do the providers we spoke with suggest (and even then, subtly)
to patients that medical records related to their abortion could end up in the hands of other providers or the

4

“The panopticon is a concept for a prison design proposed by English philosopher and social theorist Jeremy Bentham and then applied by
Michel Foucault as a metaphor to describe the disciplinary power of societal norms. In the panopticon, inmates are observed through a single
watch tower. Although it’s not clear if they are being watched, the threat ensures their obedience. Foucault’s conceptualization has been
applied to describe social media [87] and our Internet-connected devices [60] in a society where, even if we are not being paid attention to,
the threat of being watched ensures obedience.
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state. This is largely because the providers that we spoke with are not necessarily cognizant of the larger digital
landscape of the privacy risks patients face. While it is arguable whether it is the provider’s job, or even obligation,
to provide digital privacy guidance to patients—to cauterize the data leakage from devices and databases not
protected by HIPAA—they are nevertheless well-positioned to provide this guidance.

We argue in this paper that, in order for there to be true informed consent for patients receiving care, providers
need to take into account the larger digital landscape of privacy risks. There is significant missed opportunity to
equip patients with appropriate safeguards to protect themselves from criminal prosecution. We conclude with
preliminary recommendations on how reproductive clinics can better inform their patients about these risks and
help protect them in mitigating privacy threats.

With this work, we contribute (1) a hypothetical threat model to illustrate the data flows andrelated prosecu-
torial threats for someone who gets an abortion, as context for understanding and contrasting with reproductive
healthcare providers’ thinking about their patients” abortion-related privacy threats, (2) an overview of reproduc-
tive healthcare providers’ privacy protocols and practices, (3) insight into the tensions and challenges surrounding
providers’ privacy practices in the context of abortion, and (4) guidance on how to better support reproductive
healthcare providers’ abortion-related technology privacy literacy and protocols.

2 BACKGROUND AND RELATED LITERATURE

At the time of this writing, 24 states in the U.S. impose harsh restrictions or outright bans on abortion: 10 ban it
at various points from 6 weeks (2 states) to 18 weeks, and 14 impose a total ban on abortion after conception, in
some cases with civil and criminal penalties and with exceptionsfor the life of the mother [5]. Many of those
states have signaled an intention to enforce bans aggressively, and while strict enforcement can undoubtedly have
a chilling effect, it’s also not exactly clear what that means for healthcare providers in legal states. Healthcare
providers who perform abortions currently bear the brunt of criminal repercussions. Patients’ abortion records
and surveillance of their movements and digital behaviors may be used to prosecute physicians or others involved
in their care (e.g., parents, partners). In the years leading up to Dobbs, the U.S. has a seen a dramatic rise in use of
“fetal harm” laws that allow for prosecution of people capable of pregnancy for their behavior while pregnant
[18, 64, 71, 83]. At the time of this writing, a quarter of all states in the U.S. present severe risks of criminal
penalty for obtaining abortion [47].

Reproductive health providers have historically been acutely aware of privacy threats. Most consider their
duty of care and professional responsibility to include safeguarding patients’ privacy against various incursions,
whether from family members; intimate partners, or broader community members, including employers or others
in positions of power whomay object to patients’ choices [48]. In this section, we discuss these traditional sources
of threat and how digital technology has complicated them. Our review focuses primarily on HIPAA, as it is the
only explicit legal protection for patient health data, though it has critical limitations that we highlight based
on the available literature. Given our heavy reliance on case studies, we reference numerous news articles and
books that cite public documents (e.g., [64, 67]).

2.1 EHRs and the ‘commerce’ of interstate data’

It has become clear that despite presumptions about the protections HIPAA affords, these protections are
limited in the face of enforcement of state law. HIPAA does not serve as a legal barrier to the seizure of records
through patients’ devices, and healthcare providers can be made to hand over HIPAA protected records with a
warrant [28, 59, 106], and even without one [129]. While states that permit abortion may preserve the privacy of
health records, it remains possible for those records to be seized [4, 75, 78] or to follow patients back to states
where abortion may be illegal, where they can be accessed by other providers [143].

SStatements in this section were subject to legal review.
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Healthcare law experts argue that, in states where abortion is illegal, HIPAA is not a barrier to subpoenas or
warrants, and physicians must theoretically turn over records when compelled [137, 143]. Thus, in environments
where reproductive healthcare has been criminalized, EHRs that cross state lines may become evidence of criminal
behavior.

Zubrzycki refers to the fluid exchange (and changing legal status) of records as the “abortion interoperability
trap” [143]. They argue that even states protecting providers from disclosing medical records in out-of-state
abortion investigations do not consider that medical records often cross state lines, compounded by recent
shifts in federal regulations promoting a “seamless flow of medical records.” Scholars warn that this presents
particular risks for individuals who travel out of state for abortions and later experience complications upon
returning home [41]. They suggest that pregnancy and abortion care are “viewable across institutions within
one’s EHR, regardless of where that care was provided and whether it was illegal in any of the states where it
can be viewed” [74]. Even if a patient presents with a miscarriage, their EHR might convey a different narrative
regarding their “decision and efforts to pursue abortion elsewhere” [41]. The sharing of EHRs with other covered
entities, such as healthcare providers in different practices and states, is generally deemed essential for continuity
of care, reducing redundancy, and ensuring safety [34].

Several states have implemented (or are considering) laws to protect medical records. Connecticut is an
example of a state with a shield law that restricts release of medical records to plaintiffs to satisfy “bounty”
laws [22, 50], such as those in Texas [29] and Idaho [91] that allow citizens or family and extended family to sue
anyone who “aids and abets” [29] or performs abortions. The District of Columbia [3], Minnesota [101], New
York [132], Maryland [6], and California [26] have all pursued some type of shield law that limits access to health
records by out-of-state law enforcement. The California law goes a step further, preventing law enforcement from
“cooperating with out-of-state prosecutions related to abortion, contraception, or gender affirming care” and
prevents technology and social media companies from disclosing to law enforcement “any private communication
of patients regarding health care that is legally protected in the state” [26]. But as Zubrzycki points out, these
laws do not provide protection once records leave the custody of an in-state healthcare provider [143], and laws
passed or proposed targeting reverse keyword warrants [126] and geofencing [25, 58] still don’t address the issue
of medical records.®

To illustrate the stakes involved, Zubrzycki describes a hypothetical scenario in which a patient from Louisiana—
where abortion is illegal—travels for an abortion to Connecticut—where abortion is legal and there are shield laws.
That patient’s abortion medical records could be shared with their home-state practice without violating privacy
laws. This scenario not only places the patient at risk of prosecution but also exposes the home-state physician
receiving the records to potential legal repercussions for failing to report the patient or for withholding the
records [143]. Furthermore, it remains uncertain whether federal law prevents physicians from sharing abortion
records in a patient’s home state, even with new changes to HIPAA [8, 109]. Turning off that sharing of EHRs
across providers:might be a solution, but as Zubrzycki points out, federal laws are increasingly imposing sharing
of those records. 7

Shield laws protect physicians from being prosecuted for performing abortion for patients from illegal states,
but it’s becoming increasingly uncertain how these protections will hold up in practice [22] when laws like the
one recently passed in Idaho against against so-called “abortion trafficking” make it a crime to help a minor get
an out-of-state abortion without parental consent. As written, this law reaches across state borders to raise the
prospect of prosecuting physicians who provide abortions in a state where abortion is legal [38]. The HHS Office

6The My Health My Data Act does protect health data that falls outside of HIPAA regulations (e.g., restricting sale of consumer data that
could be triangulated to reveal or predict health status or outcomes) but it still doesn’t protect medical records or other data generated by
individuals related from warrants or that travel out-of-state.

7Zubrzycki puts a fine point on it saying that “prosecutors or litigants could circumvent Connecticut’s safe-haven protection by subpoenaing
any other provider with access to her abortion records” [143].
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for Civil Rights (OCR)—which enforces the privacy rule under HIPAA—did offer clarification that reporting is
not permitted for abortions, even in states where abortions are illegal, but only if there is no specific legislation
mandating they be reported [106]. That said, EHRs could still be obtained through a court order by authorities in
any state [109], and changes in state laws might create additional grounds for reporting. Despite impressions
that HIPAA provides stringent protection of personal health information, it does not necessarily withstand
enforcement efforts by state agencies seeking to prosecute violation of abortion laws, particularly since there are
alternative ways of securing information.

Law enforcement can request medical records from healthcare organizations based on “tips” from friends,
family, partners, and others [84, 115]. They may also make blanket requests of records from reproductive clinics
or funds [4, 116], and healthcare providers may be forced to comply [75, 78].

Finally, law enforcement can also make requests to providers’ business associates [41]. Insurance companies,
too, have access to patient health records, and with the introduction of ICD-10 codes for greater billing accuracy,
it may be more difficult to conceal abortions. Clayton et al. provides scenarios that illustrate some ways privacy
incursions can occur by those willingly handing over EHRs [41]. For example, a healthcare organization employee
could obtain access to PHI, or could search for “complications of possible abortion,” regardless of where it
occurred [41] and alert law enforcement—even if these data are protected, there are many cases where healthcare
providers have reported patients [62, 64, 71].

2.2 Third-party data and devices—the threat model beyond EHR

It has become clear that the protective circle established by HIPAA is highly penetrable. However, there are
equally, if not more, serious concerns regarding the risks to privacy associated with information that HIPAA
was never explicitly intended to safeguard. For instance, third-party apps and devices are not bound by HIPAA
regulations. Data from healthcare portal downloads, non-HIPAA apps, search histories, social media, messaging,
geolocation, and more may be accessed through warrants—served either to the patient’s own device or to third
parties—including blanket geofencing and keyword warrants. Law enforcement may also obtain this data through
direct purchases. Below, we characterize the risks associated with three types of data: information that appears
to be protected by HIPAA, health-related data that is not protected, and personal data that lacks protection
altogether.

2.2.1 Seemingly HIPAA protected data. While data from healthcare portal apps may be considered protected
by HIPAA to some extent, companies providing these services often sell patient data and may claim they are
not subject to these regulations (e.g., [53]). Since the onset of the COVID-19 pandemic, there has been an influx
of health apps that circumvent HIPAA protections [44]. Hospitals frequently sell deidentified patient data to
third parties, including technology and pharmaceutical companies, market researchers, and consultants [137].
Although the data within the portal apps may theoretically be protected by HIPAA, it may be that they rely on
third-party servicesthat are not fully compliant with these regulations.

Moreover, according to HHS, healthcare providers do not always use HIPAA compliant services, or know
whether data are available to third parties [107]. Research has shown that deidentified data are not as anonymous
as we might think [82]. Anti-abortion organizations have reportedly tracked individual visits to hundreds of
abortion clinics across the U.S. using location data from data brokers [65, 96]. It is also possible to gain access
to identifying information of individuals who schedule abortions on clinic websites through third parties like
Google, Meta, and Tiktok [68]. The OCR recently issued a bulletin clarifying that, in cases like these, third parties
act as business associates (“regulated entities”) that are subject to privacy rules [108]. While this could stop
purchase of these data by law enforcement and hostile organizations (though it seems to have not), it doesn’t
necessarily stop subpoenas or warrants for this data.

ACM Trans. Comput.-Hum. Interact.
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Furthermore, when patients download any health-related information from health portals to their devices, that
information is not protected. According to HHS, “HIPAA Rules generally do not protect the privacy or security
of your health information when it is accessed through or stored on your personal cell phones or tablets” [107].
This means that electronic health records (EHRs) transferred to patients’ devices are not protected [41]. Patients
may also link their health records to third-party applications [105] (for instance, Epic EHR software can connect
to a Fitbit [7]) or use other unprotected apps associated with their reproductive health activities.

We do not know what individuals know about the privacy implications of their health apps and/or mistakenly
believe that HIPAA applies to their health data, including data on their phones. It is certainly understandable for
people to expect that health records would be safeguarded on personal devices.

2.2.2  Seemingly private but not HIPAA protected data. Patients can reveal aspects of their health records pertaining
to abortion in more oblique ways, simply through everyday engagement with browsers, apps, or geolocation
data.

The vast majority of health apps, including period trackers, share health and other data with third parties [9,
11, 90, 117], and these apps remain largely unregulated. This issue is fairly well known, particularly regarding the
threats posed by period trackers [85]. Notably, law enforcement has purchased period tracking data to monitor
pregnancies among immigrants in the U.S. [43, 139]. Geofence [10] and keyword warrants [43, 127] may also
enable authorities to request information on individuals who have visited abortion clinics across the U.S. or
searched for information about gender-affirming care [126]. Moreover, authorities may be able to purchase this
data directly (e.g., [45, 126]). Additionally, some online providers of abortion pills utilize trackers whose data is
accessible to Google and may easily be intercepted or purchased [63, 72].

Data brokers allow law enforcement to do an “end run” around [35] legal restrictions, simply buying data that
would otherwise require a warrant [45]. This workaround might grantaccess to various types of data, including
internet searches, purchases [79], geolocation data, even license plate data [36, 37].

2.2.3  Personal device data. Law enforcement can also use data from search histories, online purchases, and
messaging on individuals® devices in investigations about abortions [112]. In her review of investigations of
abortion crime in the U.S. and the role that digital media plays in giving law enforcement access [43], Conti-Cook
asks us to:

“Imagine what Jane—the underground abortion network that grew out of Chicago in the pre-Roe
late sixties—would look like today if abortions were criminalized. Instead of hanging flyers on
campuses and putting advertisements in newspapers that read ‘Pregnant? Don’t want to be? Call
Jane, in today’s world, there may be Instagram accounts, websites, email addresses, and a Facebook
group where members connect instead of meeting in person.” [43]

The phone in our pocket loaded with GPS and search apps, partners and family with whom information is
shared freely or inadvertently, and even protesters in parking lots with cameras—all these and other forms of
exposure—present risks. Advocacy organizations that publish guidance on reproductive health and cybersafety,
such as the Electronic Frontier Foundation (EFF), warn that one of the greatest threats to patient privacy is device
searches that result when healthcare providers, friends, or family report individuals they suspect of having had
an abortion to law enforcement [57].

In several instances, law enforcement has utilized text data in the criminal prosecution of people capable of
pregnancy suspected of having had abortions beyond what is permitted by law [70, 75, 112]. Recently, social
media and messaging apps have also been employed in abortion-related prosecutions [70, 84]. For example, in
the case of a Nebraska woman charged with helping her daughter obtain an illegal abortion, Facebook complied
with a subpoena and provided data to authorities [70]. In Mississippi, online searches for abortion pills were used
to charge a Black mother who miscarried with killing her child [124, 141]. Precedents for such digital searches

ACM Trans. Comput.-Hum. Interact.
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can be traced back to 2015, when Indiana sentenced a woman to 20 years for feticide and neglect based on text
messages exchanged with a friend discussing her abortion and digital receipts for abortion pills, mifepristone and
misoprostol. Her sentence was later reduced on appeal [112].

Prior work suggests that concerns about social media as it relates to abortion are focused on what people say
publicly, but not what is shared on private messages [85], even though they can present risks. Police can also
monitor social media without warrants or direct access to devices because, for instance, social media platforms
give access to keyword searches in posts “geotagged within their jurisdiction” [43].

2.3 Patient medical data and provider communications in HCl and CSCW

Human-Computer Interactions (HCI) and Computer-Supported Cooperative Work (CSCW) literature has looked
at the disclosure practices of individuals seeking health related support on social media [12-15, 135]. Some studies
have looked at the disclosure expectations and practices of patients, noting misalignment when patients share data
that they had not expected would be shared [40]. In presenting the concept of contextual integrity, Nissenbaum
talks about how context governs the flows of data, using an example of patients and doctors [97]. She argues that
while it’s obviously appropriate for a doctor to inquire about a patient’s sexual health, the same is not true for
the patient—it’s not appropriate for patients to inquire about their doctor’s sex life. Others have applied these
contextual phenomena to understand the norms of information flow that govern healthcare interactions [100].
However, one issue with traditional privacy theories, such as contextual integrity, is that they do not account for
the fact that patients and healthcare providers may not be fully aware of where and with whom patient data is
shared, highlighting the infinite extensibility of risk inherent in digital technology.

2.3.1 Informed consent. Medical informed consent is key to providing care and treatment in healthcare, in part
because it is perceived to promote trust [51]. The concept of medical informed consent dates back to the post-
World War II Nuremburg Code, designed to prevent unethical research [118]. It involves disclosures that allow
individuals to understand the risks and benefits so that they can make “informed” decisions. The requirement of
informed consent is also used in the digital privacy space to describe generally the process of informing individuals
about how their data is being collected, used, and shared, and for what purposes. While the laws governing
informed consent by tech companies vary by region and state—with some having more stringent requirements
for disclosure, like California as part of the California Consumer Privacy Act (CCPA)—it is nevertheless nearly
impossible to read through user agreements on devices we use [103, 142].

While in the medical context, the concept of informed consent has historically referred to patients’ knowledge
about a procedure [23], it isincreasingly used to describe patient consent to sharing their health data. Literature
looking at informed consent in the healthcare context has found that patients do welcome access to personal
health records to manage conditions and communicate with their healthcare providers [66] and can play an
active role deciding how andwith whom their data is shared [61]. But it’s also not clear how this plays out in the
complex-and ever-changing terrain of reproductive health, particularly if there is a perception that HIPAA offers
more protection than it in fact does [19, 21, 51].

2.4 Vulnerable populations and their privacy needs

HCIL, CSCW, and related fields are increasingly investigating ways to study, frame, and support privacy for
vulnerable populations [86, 88]. We define vulnerable individuals as those particularly “at risk” of privacy
violations [134] because of their race, socio-economic class, gender, sexuality, other identity facets or circumstances
that marginalize them from society, and intersections thereof [88]. Vulnerability is particularly evident in sex
work and harassment [120], reproductive rights, and parenting [33, 49, 64].

Vulnerable individuals are often stigmatized by the law, and when it comes to their rights, are often considered
second-class citizens. For example, survivors of sexual abuse are historically subject to “digital strip searches” to
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provide evidence for their rape, a practice that in the UK ended in 2022 [2]. Legal scholar Khiara Bridges uncovers
the racist, stereotyped privacy incursions that poor pregnant women of color face when they seek support in
the U.S. social welfare system [33]. Similarly, Michele Goodwin points to how the U.S. criminal justice system
attacks poor pregnant women of color, including prosecution for miscarriages [64]. Both Bridges and Goodwin
suggest that being pregnant, particularly for low-income women of color, strips away fundamental privacy rights
guaranteed to more privileged individuals.

In Alabama, for instance, “chemical endangerment” laws are used to arrest and imprison people capable of
pregnancy suspected of using illicit drugs while pregnant until they receive treatment, or are released by a
judge [69]. In Oklahoma, a woman who used medical marijuana prescribed by her doctor was charged with
“felony child neglect” in 2021; since then, Oklahoma has seen a number of similar cases [17, 62]:In California, a
woman was jailed for a stillbirth when found to test positive for drugs [77]. More recent efforts test interstate
laws around minors seeking abortions [38, 115] and gender-affirming care [75, 78]. These cases, along with
others involving IVF, [140] are setting the ground for constitutional battles that will likely widen the space of
vulnerability.

In this post-Roe era, we include in this category of “vulnerability” individuals susceptible to prosecutorial
threats because of the fact that they can become pregnant. This vulnerability is compounded by various factors,
including the laws of a given state, as well as age, race, sexual orientation, and reproductive (and related health) risk
[85]. Like Collins, we understand vulnerability as shaped by laws, cultural norms, and structural inequalities [42]
alongside other contextual factors. This perspective is critical because research suggests that individuals with
insight into the nuanced struggles of vulnerable populations are better equipped to provide tailored, intersectional
privacy guidance [80, 89, 119].

Post-Roe, an exponentially broader population is at risk, a fact that may be overlooked as reproductive
healthcare providers concentrate on their traditionally vulnerable patients—those individuals whose primary
threat are partners and family members. While these vulnerable patients offer valuable insights into how providers
manage privacy incursions, this focus may also leave providers unprepared for a landscape where threat vectors
now include law enforcement, in addition to abusive or disapproving family members.

2.5 Healthcare providers and security guidance for vulnerable individuals

In the HCI and related security literature, some evidence suggests that providers are well-equipped to offer
privacy and security stewardship to vulnerable populations, especially when facing a combination of complex
threats (e.g., law enforcement, disapproving or abusive family) [80, 89, 119]. The significance of privacy data
stewardship has also been highlighted in the context of intimate partner violence (IPV) [125].

However, there are circumstances in which healthcare and other providers struggle to offer guidance. IPV is
particularly instructive in thisregard, as the threat vectors involved are so intimately intrusive. In a study involving
IPV survivors and professionals—such as case managers, social workers, attorneys, and police officers— Freed
et al. found that both groups often lack the expertise to identify or mitigate technology abuse, including access to
social media accounts [55]. IPV professionals expressed frustration over their inability to keep up with rapidly
evolving technology, often resorting to “google-as-they-go.” Despite this, some professionals have discovered
online resources and guides that provide useful “high-level” advice for ensuring digital safety [55].

Freed et al. also identified several challenges related to the guidance healthcare providers offer, including a
lack of actionable advice, absence of best practices, and extreme recommendations that may seem unfeasible (like
disconnecting all devices). In another study focused on IPV, Freed et al. found that the intimacy of our devices and
the availability of ready-made surveillance applications render threats exceedingly difficult to circumvent [54].
Recent work by Tseng et al. underscores the challenges of designing infrastructure that can provide technical
consultations to IPV survivors [125].
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EXAMPLE ABORTION DATA FLOW
Points of acute threat based on data from EHR, Internet service providers (ISPs), data brokers, third-parties, credit cards,
insurance, ride sharing apps, car rental agencies, pharmacy video surveillance, license plate readers, etc.

Tell someone about your pregnancy or abortion throughout this process

Find out you’re Find/Contact out .. Get an abortion /
. . Transport to clinic
pregnant of state clinic Afterc
Track your period Search for clinic online Drive to clinic Search/buy abortion pills
Buy pregnancy test Call/email clinic Rent a car/ride share to online
Get pregnancy test at Communicate with clinic Go to a clinic
doctor clinic over patient Experience complications
portal requiring a home state ER

Fig. 1. Potential data flow of a hypothetical “Jane” from the time they suspect they are pregnant to after getting an abortion.

There are certainly parallels with recent abortion prosecution cases in terms of the inability to keep up with the
digital vectors of threat. Experts note that there are “many, many data points we might not even know about that
law enforcement authorities might be able to subpoena and use” [81]. Yet from case law that we have gathered,
we can at least start to depict scenarios that, while complex, map relationships between sources of threat across
various complex vectors of threat,different contexts, and data and non-data surfaces.

2.6 Threat modeling the reproductive healthcare space

Threat modeling is a method used by technology developers to play out security vulnerabilities and develop
countermeasures during the process of development [123]. It involves “identifying assets and attack vectors as
well as archetypical attackers, their motivations, goals, and knowledge of the system/organization” [52, 93]. As
a formal process, threat modeling has its origins in Microsoft, which introduced the STRIDE security threat
model, developed for Windows [76]. In 2004, Swiderski and Snyder wrote the seminal text “Threat Modeling,” in
which they further developed the concept [122]. User studies of threat modeling have largely focused on security
practitioners (e:g., [56, 121]) and it is not clear how this method might be developed and used by people without
technical backgrounds.

As laws change and we learn more about what data is available to authorities, it has become clear that, in
the abortion context, threat modeling encompasses vast ecosystems of data available and vulnerable to seizure
through numerous mechanisms. In Figure 1, we show an example of many data points that could be gathered if
someone were receiving a hypothetical out-of-state abortion. One challenge with constructing these data flows is
that, at any point, data could be given to multiple service providers and third parties, and healthcare providers
who themselves may be subpoenaed. For example, HIPAA clearly does not protect patients who show up in the
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emergency room and are reported for suspicious miscarriages [43, 104, 112]. Moreover, any one of these examples
of digital evidence we have so far described can be obtained once police have access to someone’s devices. Service
providers can (and have) circumvented privacy rules when they feel that a crime has been committed [59].

Based on our research and discussions with legal experts, we developed the abortion data flow (Figure 1) and
accompanying scenarios (Table 1, see Appendix) to show the acute threats that someone could face during their
abortion journey. Figure 1: shows this simple data flow from the point at which someone suspects they are
pregnant to after they receive an abortion. These threats are complex and dynamic because the digital and legal
threats are being tested and litigated. As such, this figure is merely illustrative and does not represent the extent
of all possible threats. Table 1 (see Appendix): elaborates on examples of the data flows and accompanying
scenarios that went into the creation of this diagram.8 In table 1, we also further label these flows and scenarios
in three categories defined by the “status of threat”: “data flows exist” to suggest that obtaining data is possible,
“experts have expressed concerns” to convey that lawyers, advocacy organizations, etc. are wary of data being used
in criminal investigations and prosecution, and “case law exists” when these scenarios have actually happened
(for example, the Nebraska case [70]). We included example sources for these data flow scenarios, but there are
many articles which we read but did not list. This threat model diagram and table are useful to contextualize how
the reproductive healthcare providers we spoke with are not equipped to fully take into account the risks that
patients face at every stage.

To our knowledge, there is no research on the ways that reproductive healthcare providers are threat modeling
privacy for their reproductive health patients and the challenges they face in doing so.

3 METHODS
3.1 Participants and interview protocol

We recruited participants during fall 2023 from a health organization that provides reproductive-related services,
including abortions. They disseminated a flyer about the study to clinics across the U.S. Because this was a highly
sensitive topic, we specified in our flyer only that we were looking to talk with people who treat vulnerable
patients about the privacy guidance they offer. We did not want to advertise that we were recruiting about
reproductive health (and more specifically, about abortion) for fear of drawing attention from bad actors or
putting our participants in legal jeopardy. But we did ask that the organization communicate this informally
alongside our flyer. Participants that came to the interviews thus knew what our research was about.
Participants were directed to a screening survey where they were asked if they worked in a reproductive
care setting or provided those services in an adjacent setting. They also answered questions about their role,
practice, state, and the demographics of their clinic and themselves. We contacted a subset of those who took our
screener and provided an email address. They were given the option to use an encrypted email for the purposes
of communicating with us about this study. We focused on inviting diverse participants from various states,
roles, and practices. In all, 89 individuals completed the screener and provided an email contact. We sent out 46
invitations. 22 participants completed the interviews. We spoke with people who reported being: an assistant who
provides counseling services to patients in a reproductive care practice or setting; advanced practice clinicians
(APCs), including physician assistants (PAs), advanced practice registered nurses (APRNs) and certified nurse
midwives (CNMs) in a reproductive healthcare practice or setting; OB/GYNs providing reproductive care; social
workers or healthcare-adjacent roles providing reproductive health advice or guidance; and medical professionals
providing reproductive health advice or guidance. We refer to the individuals we interviewed as “providers”

8For the sake of space and comprehensibility, this table does not elaborate on every iteration of the threat, nor does it provide data type and
data holder information. Threat modeling is highly contextual and somewhat idiosyncratic task and so we provide this diagram and table as
an illustration of the types of threat modeling one could do.
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throughout our findings. We ultimately spoke with providers in 7 states across the U.S., including 4 in states that
are protective of abortion, 2 in states where abortion is banned, and 1 in a state that has restrictions on abortion.

Although, as earlier noted, we relied on word-of-mouth to inform participants about the subject of our interview,
we also told participants before recording that we were interested in their abortion-seeking patients and asked if
they felt comfortable continuing. We provided them with ample detail about our privacy procedures but also
advised them to obscure their organization, location, and other details that may have been revealing on the
recording. After describing our interview goals, we told participants that they could opt out or stop the interview
at any time. We also told them that we could redact anything that they were uncomfortable with.

We used a semi-structured interview guide that asked about privacy protocols used in the clinic and unmet
privacy guidance needs. While participants were told up front that we were particularly interested in talking
about their patients seeking abortion, we invited them to define who they worry most about being vulnerable to
privacy related harms. Interviews lasted an average of 40 minutes. Participants received a $95 gift card as an
honorarium.

3.2 Privacy and ethical considerations

We took a number of steps to protect our participants: We did not link the participant data we stored with
any identifying information, such as name or email. We used an encrypted email to set up interviews, did not
provide calendar invites, and deleted exchanges after interviews were complete. We used a burner phone to
contact participants and did not leave voicemail if they did not pick up. We did not share honorarium information
over encrypted email, but provided it over the phone at the end of the interview; participants were told if they
misplaced it to email us requesting that we call them. We recorded interviews on a non-internet-connected device.
Interviews were transcribed by an open-source transcription tool running locally and manually redacted. We do
not report on participants’ demographic details. We have removed all identifiers from quotes.

Interviews were conducted by one of two researchers, but because of our privacy protocols, each interview
typically had one or two additional researchers listening to the interview and taking notes that were stored on
our secure file store. Note-takers listened over FaceTime audio, which we deemed to be secure, for listening to
the interviews being conducted on the burner phone. Our study was approved by our IRB.

3.3 Analysis

Our approach to analysis is informed by critical phenomenology [136] and reflexive thematic analysis (RTA) [30,
31]. Phenomenology generally seeks to ‘bracket” [114] the perspectives of the researchers and allow participants’
beliefs and context to shape understanding of a phenomenon. Our framing, however, is informed by surrounding
structural, ethical, and political considerations that influenced our presentation of findings. For this reason, we
sometimes point out in our findings where interpretation of laws or technology were not correct. We did this
cautiously, while also demonstrating how these perceptions produce meanings in the data.

RTA allows us to identify patterns in the data and construct a narrative. These “compelling interpretations”
involve the researchers’ experiences and the expertise [32] that the researchers bring to bear on this analysis. In
practice, RTA involves familiarizing oneself with the data, open coding, generating initial themes, reviewing those
themes, defining and naming those themes, and writing up the results. The three researchers who conducted
the interviews spent 10-30 minutes debriefing after each call to (early on) make adjustments to the protocol and
(throughout) identify and discuss codes and themes as well as additional probes and questions to prioritize.

At the conclusion of our interviews, three researchers went through the transcripts to identify codes and
themes used to organize our findings. We went through further iteration to review and refine the names of
those themes. Data were transcribed and stored on a secure data repository where we could not take notes, so
the themes and quotes were written down on paper with associated participant codes. While these interviews
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were focused on abortion related privacy, providers discussed other vulnerable groups as noted in the findings.
We identified themes around different protocols that related to different threats (the physical clinic, EHR, and
communications within and outside their walls). We also identified additional themes around abortion scenarios
where providers expressed concern that they could not provide privacy and/or where we noted the shortcomings
of their strategy—where we do, as mentioned, break from our phenomenological approach. This work was
reviewed by lawyers to ensure that participants (e.g., who talk about breaking the law) are not at risk.

3.3.1 Researcher background and positionality. The researchers involved in this study have backgrounds in
reproductive health and technology research, medical provider research, and privacy and security.The team’s
approach to this research was further informed by extensive research on the digital and legal risks associated
with abortion in the U.S., starting as far back as the last century to the present day.

3.4 Limitations and reflections

Although our sample was diverse in some ways, more diverse perspectives and contexts could have been
represented (as is almost always the case in interview studies). We worked hard to ensure the diversity of
participants both geographically and demographically. While we attempted to reach other organizations, we
were unable to, which may have limited the diversity of perspectives. We attribute this limitation to the sensitive
nature of the topic. In order to preserve privacy and ensure the comfort of our participants, we refrained from
asking (or reporting) too many details about practice location, size, organization structure, etc. To protect our
participants, we do not elaborate further on ways in which our sample was (not) diverse and how this might
limit generalizability. While our findings, like most interview studies, are unlikely to generalize to all providers
and clinical contexts, we identify important gaps in privacy understanding and knowledge, and we argue that
addressing these gaps could provide broad benefit.

Given the sensitive nature of this topic, it is possible that participants may have been wary of speaking
with us. We spent significant time at the beginning of our interview explaining our procedures, including the
use of non-internet connected devices. We told participants they could redact anything they ultimately felt
uncomfortable with and we did also warn them when a topic might bring up illegal activity, such as providing
or facilitating abortions. Participants acknowledged that they understood the risks, and some did obscure their
organization and location while speaking to us on record. Based on these interactions, we felt that we received
thoughtful responses. Please note that any direct reference to illegal activity has been obscured or removed to
protect the safety of participants.

4 FINDINGS

In our findings, we detail privacy controls currently in place within providers’ clinics, highlighting how providers
think about abortion-seeking patients’ privacy relative to their other vulnerable patients. We then address tensions
and challenges surrounding abortion and how providers conceive of associated privacy threats, particularly as it
relates to whether abortion is legal or illegal in their state. Below we first overview and situate our findings.

4.1 Overview

Providers consider minors, patients seeking gender-affirming care, those with disapproving or abusive partners,
and those seeking abortions among their most vulnerable in terms of privacy encroachment. However, abortion-
seeking patients are not necessarily top-of-mind on this list. In our interviews, we found that providers are
most conditioned to think about privacy and vulnerability in contexts that are not primarily about abortion,
in part because many threats related to abortion are relatively new. Accordingly, providers are conditioned
to prioritize adversarial risks and privacy violations emanating from families and partners over those from
authorities and state actors. For this reason, we include providers’ perspectives about caring for other vulnerable
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patients, abortion-related or not, as context and contrast with providers’ abortion-specific privacy practices
and perceptions of threats. We report on what providers told us the protocols were in their practice and their
perceptions of the reasoning behind it. We are not representing “clinics” in these interviews as we did not talk to
multiple individuals from the same practice or from certain clinic “types” in any consistent way.

While we observed some variation in reported privacy protocols and practices related to physical privacy and
communications, EHR flows, and subpoenas for records by law enforcement, we did not see any trends based
on clinic setting (urban or rural). Furthermore, we make no claims of prevalence for any specific privacy and
security technique; rather, we seek to provide an overview of how providers think about and address privacy
threats. Notably, we cannot verify that these protocols and practices reflect the policies of the clinics where they
work, only what providers told us.

Providers in states where abortion is legal are concerned primarily about keeping patients’ information
confidential within the physical space in which they care for patients (including from other office employees and
people who accompany patients). These providers are focused on carefully managing EHR information flows,
worrying about exposure to family or partners, rather than other providers. This focus has historically been on
patients seeking legal care, and providers often perceive HIPAA as protecting their patients from threats, without
fully taking into account that other providers with access might themselves be threat vectors:

Patients seeking legal abortions are also a concern, insofar as these decisions can be contentious even when
not illegal, but abortion care and counseling remains set apart by habits of thinking and limited experience with
emerging challenges. Providers do express specific concern for patients seeking abortions from out-of-state, but
the thrust of this concern is medical in nature. The concern for out-of-state patients is centered around their
abortion aftercare needs when they return to their home state, as opposed to consideration of the digital data
that could incriminate them.

For providers practicing in states where abortion is no longer legal, the focus is on getting patients the
information needed to obtain an abortion in a safe state (although providers cannot always refer or make
appointments directly) and offering funding and logistical support for those efforts. While mindful that patients
have a set of distinct challenges arising from this new landscape, providers mostly do not express concerns about
patients’ personal devices and other digital privacy and, when asked, assume that this is being dealt with by
others, such as advocacy groups, that help connect patients with referrers and providers in legal states. A few
providers are careful to represent a patient as merely considering an abortion, rather than committed to obtaining
one. This ambiguity presumably gives patients both privacy and space to deliberate, thus supporting patient
autonomy in decision-making while simultaneously affording some protection against legal repercussions.

Providers in both groups do not worry much about broader EHR threats beyond family or partners, or about
subpoenas or warrants, nor do they give patients advice about digital data or devices. With attention squarely
on their own environment and locus of control, providers are not equipped to entertain hypothetical threats.
Providers are accustomed to considering EHRs as fully protected by HIPAA and have not yet considered or
become aware of alternative scenarios. Doing so would require a kind of thought experimentation and perspective
well beyond their current focus and range of experience.

Our findings reveal that providers rarely engage in proactive threat modeling for their clinics, aside from the
minimal measures mandated for HIPAA compliance. HIPAA compliance requires that they not disclose information
about a patient to an unauthorized entity (such as a parent or school) but it does not prevent EHRs from being
shared with other covered entities, such as healthcare providers in other states. We nevertheless apply the abstract
threat model introduced in this paper to our analysis because few consider the presence of state adversaries
who leverage the gaps in HIPAA protections, or other legislative and prosecutorial techniques—techniques that
providers themselves do not think about or are unaware of.
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4.2 Current privacy controls in place

We outline privacy protocols and practices that address potential threats both within clinic settings and in the
broader context, such as during electronic health record (EHR) sharing with other practices or insurers, or in the
event that these EHRs are subpoenaed.

4.2.1 Privacy and security in the clinic physical space. All participants work in clinics where privacy protocols
govern communications with patients occurring within the clinic setting. Providers prioritize establishing zones
of physical privacy for their patients. This includes limiting device use, carefully controlling who accompanies
patients, selecting and vetting translators, and monitoring the accuracy of translations for patients who are not
comfortable speaking English. Many clinics prohibit cell phone use in waiting and treatment areas, and providers
are careful when discussing patients to avoid using names or being overheard discussing them.

“No FaceTiming. No calls during the actual visit. We do have signs in the lobby, no phones either”

Providers ask patients about, and also closely monitor, family and partners who escort patients to see whether
patients are uncomfortable with their presence.

“Because of the services that we provide, we get couples that aren’t on the same page. So we have
the patient come into the room first, and then we ask the patient if they want someone in the
room for the ultrasound instead of automatically allowing both those people to come in because

5

we’ve had cases where they’re like, ‘No, I don’t want them in the room!

Providers take patients to the exam room alone, not only to establish that the patient feels safe with the person
accompanying them being in the room, but also to address sensitive questions and get candid answers.

“So if a patient has someone with them, when they come to the back to be put into an exam room,
we bring the patient back first. We go through all of their risk assessment questions and all of that
... We're talking about like, ’Are you safe in your relationship? Is everything consensual? Are you
in a safe living environment?’ And then talking about what’s going on, number of sexual partners,
all of that. We do that privately before anyone else comes back”

Practices extend these strategies to patients who are not comfortable speaking English by monitoring translators
to discern whether they are personally acquainted with patients. If so, the clinic may offer an alternative translator.
Providers are also vigilant in ensuring that patients are not misled about the procedures being performed—for
example, believing they are receiving a COVID booster instead of STD medication.

4.2.2 Communication privacy beyond the clinic. Communication privacy extends beyond the walls of the clinic.
Providers ask all patients screening questions to determine their preferred methods of communication after they
leave the clinic. A critical objective is to ensure that patients can receive and transmit information securely,
without the risk of interception by household members or employers, which would constitute a violation of
HIPAA.

Providers are adamant about knowing who they can safely share information with and by what means, since
they worry about negative consequences or abuse from family or partners if patient information is disclosed. In
this regard, providers are particularly concerned about minors seeking birth control or STD testing, patients
seeking gender-affirming care who have disapproving family, and patients with abusive partners.

“Interpersonal issues, which can be anywhere from inadvertent disclosure of information the

patient wouldn’t have wanted to share that could be embarrassing all the way up to threats of

death ... an unfortunately not uncommon scenario is having a patient whose partner accuses them

of cheating and reports not having any other partners, but the patient now has chlamydia”
Communications screening, typically conducted at appointment check-in, generally includes whether the clinic
has permission to leave a phone message or send physical mail, whether providers should send mail without
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labels, and whether to address patients by their legal or chosen name in physical mail. Passcodes might be used to
ensure that only patients and those they have shared the passcode with can access their records over the phone.
Providers indicate that they do not send email for appointments or results.

“We always ask privacy settings for people. We in family planning serve a lot of folks in the trans
community. And so we know [it’s not safe for all folks] to have their chosen name on [their mail],
things like that. So, we do screening questions to make sure that the mail they’re receiving is safe
for them to receive at their home.”

“So, one effort to protect ourselves and our patients, information security-wise, is we generally do
not use email communication with our patients.”

Providers do not necessarily see typical abortion patients as unusually vulnerable in this sense.

“There are basic things that we talk to patients about ... so like the mail questions, the email
questions, those are all things that we ask all patients. And then the consent forms for electronic
communication and then privacy non-discrimination are the same across all departments. Butit’s
not specific to their abortion information”

In effect, notions of privacy protection—whether digital or interpersonal—are focused almost exclusively on
the flow (or leakage) of information between patients and people in their immediate environment. This is a
context that providers can conceive of concretely and are often equipped to assess directly based on their own
observations and interactions with patients. These descriptions of policies and protocols indicate that providers
are vigilant and painstaking about ensuring privacy in the immediate physical environment.

4.2.3 Limiting the flow of EHR data. Almost every provider reports that their clinic uses an EHR system capable
of sharing patient data with other providers who also use that system. Providers’ concerns about the flow of
EHR data vary, but these concerns do not necessarily take into account what is technically possible, and some
providers may understate the risk.

Some of the providers we spoke with are sensitive to the potential transmission of patients’ electronic data,
and may even take precautions to protect it, or may be operating in clinic settings where precautions are already
in place. However, we did not observe any trends in this behavior based on the clinic type or location. Some
clinics limit what EHR data is shared with other providers by default. Where relevant, we note the strategies of
one clinic with an older EHR system that did have more control over sharing; they also noted that sharing as the
default is on the horizon.

In other cases, providers ask patients—sometimes all patients, and sometimes specifically those who volunteer
privacy concerns—whether they want to limit EHR sharing, or turn it off altogether. Initial screening at the front
desk—which, as described above, includes questions about communications preferences and privacy—is used to
identify any specific privacy concerns the patients may have. Front desk staff then pass this information to the
clinical staff to alert them that further discussion is needed.

“And if they have privacy concerns, we’ll usually also get a message from the front that says opt
out, which means opt out of [system that shares records]. So we can just kind of put it in. And
then when I get that notification, 'm like, I am opting you out so you can hear me and you know
that it’s actually happening.”

In the infrequent instances when providers do limit EHR sharing according to patient preferences, there are
typically two main options: (1) turn off the sharing mechanism that allows for the visit record to be shared with
other healthcare providers in their EHR, or (2) restrict information about the nature of the visit. The second option
enables some continuity of care across practices, but omits some specifics, such as abortion-related treatment, to
prevent those details from being visible to other practices in states where abortion is not legal. Other methods to
conceal abortion related care include using aliases and careful word choices. While a few providers suggested that
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they can create aliases in EHRs, and have done so, it was not necessarily to prevent other healthcare providers
from accessing information, but to make patients feel more comfortable conversing with them about out-of-state
arrangements.

A few providers who have the ability to limit EHR flow noted that they explain to patients how EHR sharing
works—what information other practices can and cannot see, as well as the rights patients have to opt in or out
of sharing.

Among the providers that might default to sharing EHR, some emphasize the importance of informing patients
about who can potentially see their records, enabling patients to make fully informed decisions about turning
sharing on or off:

“We're a little more careful, I think, than other offices ... A lot of offices sort of default to sharing
medical records, and we’re a lot more careful about that. Like, we really let patients know, this is
what other places can see, this is what they can’t. Do you want us to opt you out of that?”

While some providers express concern that patients don’t think about EHRs enough, others reassure patients not
to worry too much, maintaining that EHR recipient practices don’t see “everything”—though it remains unclear
to what extent this is true.

“A lot of patients don’t understand that their other providers can’t see all of their records all of the
time from any visit they’ve ever had in their life. So, we do a lot of educating on that. And we are
pretty stringent about our request of records policies. If somebody’s signature is missing or things
like that, we won’t send any records to any providers without having all of the pieces in place,
and if there’s any issues you should contact the patient and don’t send the records”

Despite this provider’s assurance about protecting patients from non-medical individuals seeking access to their
records, many EHR platforms facilitate the automatic sharing of records.

Providers varied in their reported sharing protocols-as well as in the degree to which they questioned patients
about their own sharing decisions. Providers were unanimous in perceiving that their EHR protocols are more
stringent compared with medical practices in general. This view of their own relative vigilance would appear to
be more presumption than empirical, given the diversity of approaches even within this small sample. Indeed,
providers are often constrained in their assessment of what constitutes true vigilance due to limited knowledge
and experience. For example, many assume that patient EHRs are not shared across state lines, even though they
are uncertain of this. In sum; we did not see any trends in terms of how practices do or do not share EHR data
with other practices. Providers with the ability to enable or disable EHR sharing generally consulted all patients
regarding their preferences. However, some only did so when patients voiced concerns.

4.2.4 Insurance records. Opting out of sharing EHR with other practices does not prevent diagnostic codes from
being transmitted to a patient’s insurance company. Several providers mentioned insurance records as a particular
concern for minors, who worry about their parents receiving sensitive information via this channel.

“And I'm like, I am not going to get you in trouble. Who are you worried about getting in trouble
with? And they’re like, my mom. And I'm like, unless your mom is on your insurance, she shouldn’t
be able to see this. We can turn off [system that shares patient records] for you ... Like minors,
especially minors getting abortions, are very concerned about privacy. Unless their mom drove
them there”

When discussing confidentiality in medical records as it relates to family and partners, providers often emphasize
aligning data-sharing practices with patients’ perceived risks. For instance, one provider explained that they
assure patients their parents won’t have access to their medical records. Another provider highlighted the issue of
confidential billing, noting that while it can obscure details like medical codes in explanation of benefits, patients
need to actively reach out to their insurance company to ensure this level of confidentiality
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4.25 EHR and subpoenas. Few healthcare providers recall being subpoenaed for patient records, but those who
do often recount incidents from years ago, particularly involving U.S. Immigration and Customs Enforcement
(ICE) attempting to access EHRs for immigration enforcement purposes. In those cases, clinics refused to comply
with such requests. Providers generally believe that HIPAA offers protection against these types of subpoenas,
even though this is not always the case. Their greater concern is that fear of law enforcement could deter patients
from seeking necessary care, so they take proactive steps to reassure patients that their records will not be shared
with law enforcement.

“A lot of our patients seem to think that healthcare and government are all intermingled, and we

all tell each other everything ... we try not to work or tell police anything unless they have to

use our cameras because something happened across the street. But a lot of patients who have

limited English proficiency or are concerned about their immigration status, they kind of think

that like healthcare and government all work together and we all know everything, we all share

everything”
Providers take seriously their role in providing comfort and rapport to patients, particularly those who they
think are vulnerable because of their identity, age, or immigration status. For these patients, concerns about data
leakage can lead to hesitance or refusal to seek care to protect their privacy. Inthe post-Roe era, however, laws
and norms around patient privacy are still in flux, and it remains uncertain whether HIPAA fully empowers
providers to resist subpoenas for records related to abortion care [137].

Ultimately, it seems that providers’ routine threat models, which focus on local and familiar threats, are not
sufficient in a changing landscape where new and different agents are probing for new cracks in the privacy wall.
HIPAA laws may once have been adequate, but the circumstances have changed, and providers are no longer
necessarily equipped to deal with ubiquitous technology, or regulatory loopholes. Providers’ views may reflect
experience with technology and state regulations that effectively limited interstate sharing. However, with the
advent of interoperable health record systems, we now see states actively demanding access to such records for
post-Roe enforcement purposes.

As a result, providers may find themselves unprepared for this new reality, where assumptions of privacy are
increasingly in question.

4.3 Tensions and challenges providers face in protecting abortion seeking patients’ privacy post-Roe

In this section, we first discuss the tensions and challenges that arise with current privacy protocols in the context
of abortion scenarios, such as directing patients to abortion services in states where it remains legal, providing
abortions to patients from states where it is illegal, and managing aftercare. While providers recognize these
tensions and challenges, they are often unaware of the numerous risks posed to patients. In fact, our findings
reveal that, in their efforts to.comply with certain laws, clinics have unintentionally adopted insecure practices
that introduce additional privacy liabilities for patients. We then examine the challenges providers face and their
unmet needs regarding the process of offering privacy guidance to patients.

4.3.1 Finding an out-of-state abortion in states where abortion is illegal. Providers in states where abortion is
banned reported that patients seeking out-of-state abortions may be referred by clinics in their home states.
Clinics that support abortion rights in these states can direct patients to an abortion finder website or provide
materials with the names and contact information of clinics in neighboring states.

A few providers in states where abortion is banned mentioned that when patients receive a positive pregnancy
test, they are asked whether they plan to get an abortion. Providers may suggest that patients respond with
“undecided” to deflect attention and reduce risks. Those who indicate they are “undecided” are given information
about all options, including detailsabout clinics or a call center for referrals, without any decision being recorded
in their medical records or insurance at that time. This practice also helps them avoid targeted misinformation or
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discouraging outreach. One provider expressed concern about documenting discussions regarding abortion in
medical records, particularly for patients on state insurance, noting that their clinic had previously received a
letter from the state requesting medical records.

Patients who decide to cross state lines for an abortion are informed that they must book the appointment
themselves, a measure intended to limit legal liability. Some providers express frustration that they cannot offer
this assistance in this process, as doing so could be illegal.

“I wish we could be able to help patients make appointments because we have the staff that’s fully
qualified to get the job done ... we cannot do anything. So it’s more of us standing on the outside
looking in and we’re like, "Hey, we can only provide you with so many resources. It’s just, you
have to call ... So [the clinic] limited us very, they give us a monthly allowance to help get these
patients across state lines into a legal state. But I wish ... that we can do more.”

Therefore, in these initial communications, patients seeking out-of-state abortions typically make calls using
a number provided by their home state clinic, clinic website, or even from a billboard. Alternatively, they may
reach out via email.

Clinics that perform abortions may assist patients in securing funding for gas, transportation, hotels, and
procedures. Patients typically arrange this funding through email and phone calls. However, at no point are
patients advised to use burner phones or secure, encrypted messaging or email for these arrangements. Funding
vouchers are often sent over insecure email, further exposing sensitive information to potential risks.

At the same time, while funding serves the practical purpose of defraying out-of-pocket costs, it also helps
reduce the generation of records tied to abortion-seeking activity. For example, one provider in a state where
abortion is legal explained that, for out-of-state patients who prefer not to‘use their insurance, funding can cover
the costs of the procedure itself, not just the logistical expenses. This allows patients to avoid creating a financial
trail tied to their insurance records.

“But [legal state] made a counter-law or a counter-policy that says, we’re not going to tell you
anything. If they’re coming in here for an abortion, ... you have no way to request [patient records]
from us. You are not going to penalize this person. So at least state-wise, we have policies in place
to protect patients that are coming in from out of state ... [If] they don’t want it to be on their
insurance record, like, at all. We can try to go find some funding for that and we specifically have
one that just happened, I think, within the last year ... Depending on their eligibility, it [this fund]
will cover for half of whatever the abortion cost is, like just depending on the method and how far
along they are”

Still, the reliance on insecure communication methods introduces a tension between providing financial support
and ensuring adequate privacy protections.

4.3.2  Providing out-of-state abortion in states where it’s legal. Providers in legal states report that once an out-of-
state patient indicates their intent to receive abortion care at their clinic and confirms funding, communication
predominantly takes place within their EHR message portal systems, rather than phone calls or email.

Some providers advise patients to set up a separate portal for direct communication with their clinic if they
have privacy concerns. This ensures that abortion care remains distinct from their other medical records.

“So usually, we interact with the patient in a secure chat that’s inside of our electronic medical
record ... I tell patients some of the best ways if you feel like your phone or your computer is
private is to have what’s called MyChart, which is a patient portal that constantly communicates
between you and the office”

“Once they come in, they can set up a portal to send secure messages.”
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Many providers at clinics offeringabortions for out-of-state patients believe that their states’ privacy laws
protect EHRs from subpoenas or warrants. In some instances, specific clinics in certain states may refuse to
comply and withstand legal challenges. However, many clinics routinely and legally share records across systems
and providers, potentially exposing patients to prosecution in states where abortion is illegal.

Notably, a provider at one clinic that does not share records with other practices outside its facility indicated
that patients choose to have procedures performed at their clinic specifically to ensure their medical records
remain protected in a legal state, in casecomplications arise after they return home. Additionally, another provider
mentioned that while their clinic offers confidential billing to out-of-state patients seeking abortions, some
patients may go a step further in protecting their privacy by opting not to involve their insurance at all.

Even the few who do worry about sharing EHRs with other providers—and the possibility of patients’ records
being reported or forcibly released to authorities—believe that the release of these records is under the patient’s
control, even though this may not always be the case. As one provider noted:

“The only way that [EHRs] would make it there is if the patient decided to share that information with other
providers through [EHR platform] or asked for a release of records.”

This provider explained that when they see patients who have had abortions choosing to share their EHRs
with other practices, they may confirm the decision and counsel them not to. However, it’s not clear the extent to
which patients are aware of this sharing and the counseling they receive about it.

Still, these instances highlight exceptions, rather than the rule. Providers generally do not view the records
stored by their clinic as potential source of threats from law enforcement, and most express little concern about
records being shared with other practices.

Notwithstanding those sporadic precautions and expressions of uneasiness, a more prevalent theme is a lack of
clarity about when and how EHRs are shared and the potential risks that'could expose patients to data breaches
or prosecution. There is a reflexive impression, based on the habit and the presumptions of many years, that
patients can generally rely on HIPAA to protect their EHRs. Providers, therefore, tend to view these precautions
as exercises in diligence that may be seen as unnecessary. Providers are not fully convinced that additional
precautions are necessary, believing that HIPAA protections are ultimately sufficient in the face of prosecutorial
zeal. Their perspective also suggests that they do not incorporate the possibility of other healthcare providers
accessing shared EHRs into their threat model:

4.3.3  Aftercare for out-of-state abortions. The primary concern with out-of-state abortions is aftercare, as it
exposes patients to medical systems outside the provider’s control in jurisdictions where abortion is illegal.
Additionally, it may require patients make a long and potentially expensive journey back to a legal state for follow-
up care. For this reason, providers prefer that patients be “complete”—meaning they have both the procedure and
aftercare finished—before returning home.

“So that’s where we start. Let us do your follow-up. Let us make sure you're complete. And then
after you’re complete, you can go back to your doctor and the doctor doesn’t have to [know]. It’s
up to you if you want to tell the doctor, but the doctor doesn’t have to know that you went to
have an abortion because it’s not going to show. It doesn’t say ‘abortion’ on your uterus.”

Patients who receive out-of-state medication abortions often undergo some initial care in the state of the abortion
provider. It is sometimes legally required for them to receive the medication abortion in that legal state, and it
is certainly recommended that they remain there until the procedure is complete. This is primarily to mitigate
the risk that minor complications or even routine symptoms could trigger medical intervention in a state where
abortion is no longer legal.

However, when patients do return home before they are “complete,” providers advise that if patients must return
home before the abortion is complete, they should call the provider’s clinic first if they experience concerning
symptoms. This is especially important with medication abortions, where the risk of complications is exceedingly
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low, but patients may experience incomplete abortions or become unnecessarily alarmed by symptoms and
require reassurance.

“We always say, if you’re experiencing any symptoms, give us a call first”

Another risk that arises when patients are sent back to their home state with abortion medication pills is the
possibility of mixing up their pills and taking them in the wrong sequence. This situation is not easily resolved in
a state where abortion is illegal because patients have no recourse through established channels if they need
help. They must either drive back for more pills or present to their local clinic or emergency room as if they are
experiencing a miscarriage. Providers are confident that if patients do encounter complications, they are not
obligated to disclose that they had a “medical abortion”

“The patient needs to be in [legal state] and then to do a medication abortion, you also need to
sign a form that says you’re planning to take all the medication in [legal state]. And I'got a call
late in the night from this patient and she was in [illegal state] when she called and she had [a
problem] ...In the old times, I would have said, that’s no problem. Most likely it’s going to work.
[And if not,] just go to your local clinic, we’ll send them a message, and you can pick up another
dose of misoprostol there. But now, what we would have needed to do is either have her drive all
the way back to [legal state] to pick up another dose, or her other option would be that we would
not send any information at all to her local clinic ... [where she could go ] and say, ’I think I might
be miscarrying.”’

“I tell patients, there is no legal obligation to say medical abortion”

4.3.4  Provider counsel regarding technology privacy on personal devices: Providers rarely, if ever, offer patients
guidance on how to protect their devices, despite having their own rules in place regarding personal devices at
work to prevent access to patients’ medical records: One provider noted that they believe their devices—and,
consequently, their clinic’s network—are more vulnerable when using social media or personal email. For this
reason, their clinic discourages employees from using social media or personal email on clinic Wi-Fi.

Despite this awareness, providers are cautious about advising patients about how to manage privacy on their
devices. While their goal is to ensure that patients are well-informed about their digital records and the associated
risks, some say they emphasize the importance of respecting patients’ autonomy. That notion is modeled along the
lines of their approach to IPV; where they are trained to believe their role in protecting the safety and well-being
of patients must be carefully balanced against the need to avoid behaviors that might challenge patient’s agency
or undermine rapport.

“Well, it’s really difficult because we, at least at my clinic, we’re really, really serious about ...
bodily autonomy almost, or making sure that we aren’t making decisions for the patient almost ...
So, especially when I'm concerned or if I'm worried maybe they aren’t fully grasping this, I just
almost reiterate myself ... I'm like, so when you go to your pediatrician, it’s going to show that
you had an appointment at this clinic, are you okay with that?”

Providers are often wary of giving advice because they may not fully understand the implications. Several
recall that after Roe v. Wade was overturned, patients came to them with concerns about period-tracking apps;
however, providers were hesitant to recommend deleting these apps due to their uncertainty about the associated
risks. Beyond period tracking apps, which reached broader attention when Roe was overturned [85], providers
note that it is actually rare for providers to hear the issue of device security raised by patients.

While a few providers note that patients occasionally mention turning off their GPS and deleting period
tracking apps, these behaviors may not always be intended to prevent legal surveillance. An example is the

concern a patient may have that their partner is tracking them, evidence of the way abortion and IPV risk can
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potentially intersect. In all cases, providers say they do not advise patients, not necessarily because it’s not their
role, but simply that they do not have advice they feel is reliable to give.

“There’s nothing I think we’ve done to advise patients against turning off their phones and turning
off GPS. Nothing I was ever told to do”

Regardless, beyond cautioning patients about certain obvious risks, providers keep advice to a minimum
and avoid adopting an overbearing posture. Many providers do not recall actively seeking information about
digital privacy related to abortion. While some have heard about period trackers and device security through
social media platforms like TikTok, they are uncertain about the reliability of this information and do not feel
qualified to verify it. Providers indicate a willingness to share digital privacy advice when they feel confident in
its accuracy.

When it comes to EHRs, providers also acknowledge their limitations in offering advice beyond turning off
sharing (among those who do) but do express a willingness—some even presume responsibility—to educate
themselves and patients seeking abortions about the vulnerabilities that EHRs can pose:

“They are at a much greater risk, and in an era where digital literacy isn’t-necessarily where it
should be with all age groups and people from all backgrounds, that’s something that needs to be
shared, and it’s our responsibility as healthcare providers to do that”

Notably, some providers believe that supporting privacy for out-of-state abortion patients falls within the
jurisdiction of those assisting patients in navigating and accessing funding for abortion care across state lines.
However, they are uncertain about what this guidance might entail or who is actually responsible for providing it.

“Yeah, usually someone else tracks them more in-depth and communicates with them a little bit
more until they get to the clinic or, you know, until they get to where they have to be just because
there’s other things that they consider, but Lhonestly don’t know how they track that”

While some providers assume that the advice patients receive from those helping to navigate their out-of-state
abortion may be technical, they elaborate on other types of guidance, for instance, the use of coded language.

“I think that the person who would be the most helpful to have that conversation with actually
would be our [patient advocate]. ... We can get a patient connected to her, and she can go over
their options in terms of how to find care or what words to use to get the care that she might need
in her area ... I don’t know about technology. I think that’s more she’s saying when you walk into
the emergency room, these are the words that you can say, or ... In some places, if you use the
word ’abortion’ when you call ... they’ll refer you somewhere else. They won’t see you. But if you
call and say, 'T'm pregnant and I'm bleeding, then they can see you”

As it happens, assumptions that privacy and technology counseling is occurring through the navigator function
may be misplaced. We spoke with three people who help patients navigate out-of-state abortions, and they told
us that they do not provide any privacy guidance about technology—even with regard to contacting the clinic
or traveling out-of-state. As one such person states, if there were things to be concerned about with regard to
privacy, they would be told:

“And I'm almost sure if that’s something that my boss was afraid of, she would have told us about
that to let patients know, hey, to clear [browsing history] and do things like that”

4.3.5 Providers’ perspectives on unmet privacy needs for patients receiving out-of-state abortions. Providers express
a desire for more aftercare communication with out-of-state patients, with whom their digital interaction must
be limited, and some have begun offering videos and pamphlets to address these treatment gaps.
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Regarding technology, they want to understand what is unsafe so they can inform their patients accordingly.
However, none of the providers could recall ever receiving or seeing any formal guidance for patients about
device privacy.

5 DISCUSSION AND IMPLICATIONS

Without a doubt, providers view patient privacy counseling as a key responsibility, recognizing that privacy
threats are proliferating and intensifying in a post-Roe environment, where reproductive health behaviors are
being tracked and criminalized. However, it is less clear whether reproductive healthcare providers fully recognize
the risks or are equipped to counsel patients about all the complex digital vectors of threat—some of which are
new, some of which were previously present but never fully explored when the stakes seemed much lower. In
the following sections, we will summarize the limitations of reproductive healthcare providers’ threat models,
discuss the potential role these providers could play as “privacy intermediaries,” and highlight the importance of
an expanded notion of informed consent alongside updated threat guidance.

5.1 The limits of reproductive healthcare providers’ threat models

Providers currently focus on safeguarding patients’ information from reaching their families, friends, or part-
ners. However, this approach prioritizes protecting personal relationships, without fully considering how this
information might be leveraged in legal actions for violating state laws—whether the threat originates from a
family member, a hostile provider, or state authorities. Consequently, providers focus largely on their immediate
environment and a set of foundational precautions, of which HIPAA is a key pillar. However, in these instances,
HIPAA is seen as a critical barrier against threats, such as a partner finding out about a sexually transmitted
disease, not against laws targeting abortions. Indeed, providers have been particularly sensitive to the special
needs of certain categories of patients—minors, those receiving gender affirming care or with disapproving or
abusive partners—against which HIPAA has been an effective defense.

When we asked about abortion-related threats concerning requests for patient medical records, providers
seemed confident that they could defend against such requests, presuming their legal team could deflect them,
regardless of the practical realities [59]. They also remain unaware of the increasing risk posed by interstate
data flows through EHRs [143]. This lack of awareness is understandable, given that interstate legal frameworks
are rapidly shifting underfoot, based on varying interpretations of the law and new legislation that incentivizes
hostile healthcare providers to identify and report illegal abortions [46]. Indeed, there are numerous and varied
efforts to reach across state lines to prosecute abortions [4, 38, 75, 78, 116].

Providers have long operated within a threat model shaped by limited and localized threats from parents
and partners, and they now, understandably, face challenges in adapting to a more dangerous and dynamic
landscape where abortion is criminalized. In the post-Roe era, the surface area of threat has expanded rapidly and
dramatically—sometimes employing tactics previously tested on marginalized communities (e.g., [133]). These
same tactics are now being appropriated for use in abortion contexts, where digital data can be easily targeted by
authorities [35, 43].

Our interviews reveal that providers are not yet considering, nor do they have a clear view of, this broader
landscape of threat (e.g., the risks associated with patients’ abortion-related activities on their phones or EHRs).
On the rare occasions when they are aware of patients’ digital vulnerabilities, they do not feel equipped to provide
meaningful guidance. However, because of their position in a patient’s care network, providers are uniquely
positioned to offer prescriptive advice regarding patients’ digital data and take steps to protect their EHRs.
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5.2 Imagining reproductive healthcare providers as privacy intermediaries

McDonald and Andalibi envision a role for reproductive healthcare providers as privacy intermediaries who
offer “holistic and integrative privacy management” for those made vulnerable by the laws in their state [85]. In
our interviews, providers demonstrated a highly nuanced approach to providing privacy protections to certain
categories of vulnerable patients. Here we discuss their existing roles as privacy intermediaries and how they
are, in theory, well positioned to provide digital privacy guidance related to abortions, but are not currently
equipped to do so by virtue of their limited sightline on a more broadly threatening environment. This presents a
significant challenge for providers who may excel at threat modeling around traditional risks but lack training in
technology as it pertains to the port-Roe surveillance landscape.

Reproductive healthcare providers have long been in a position of helping patients navigate personal privacy in
hostile or abusive environments. EHRs have historically been well understood to provide protection against local
and personal threats (family, partners, employers, associates who cannot (legally or easily) but not as much with
more nebulous threats from government and law enforcement. We have learned that reproductive healthcare
providers are, in fact, quite practiced at thwarting disapproving and abusive partners and family. Even while
few of these providers were attuned to the potential risks of sharing EHRs across state lines, or EHRs on patient
devices, they nevertheless were diligent and astute observers of patients’ lives, and adept students of the dynamics
and risks relevant to their patients’ healthcare needs—whether birth control, abortion, or gender affirming care.
Those already attuned to the risks of sharing EHRs have protocols in place to screen for EHR preferences, review
communication procedures, create passcodes, and restrict information flows through billing—in other words, an
intricate apparatus of consent pertaining to known, personal adversaries.

It seems clear that reproductive healthcare providers are well positioned to evaluate patients’ situations, ask
pertinent questions, and provide guidance on how to manage their digital privacy and health records. However,
in this new environment, there is also a pressing need to help providers integrate their knowledge of patient care
with a nuanced understanding of interstate legal threats and their own engagement with them. This integration
may require providers to more deeply consider their ethical responsibility regarding record maintenance for
patients who they know will be crossing state lines. While well situated to help, reproductive healthcare providers
do not currently have a legal obligation to inform patients about their digital privacy risks, and that issue too
must be resolved in order for patients to receive the benefit of holistic standard privacy care.

5.3 Updating the concept of informed consent

For informed consent to be fully achieved in reproductive healthcare settings, it is crucial that patients, as part
of the informed consent process; understand their data flows, the types of threats to data privacy that exist, who
has potential accessto their data, and what specific information can be obtained. To achieve this, reproductive
healthcare providers need to-have the necessary knowledge and tools necessary to provide patients with accurate
information, enabling them to make truly informed choices about managing their reproductive healthcare data.

It stands to reason that patients can appreciate the nuances that make their EHR data—or any information
about their abortion—a potential threat in the hands of hostile healthcare providers, family members, or law
enforcement. Indeed, literature examining patients’ communications with healthcare providers has shown that
patients can play an active role in managing their data [61]. Providers reported that patients who conceal their
sexual orientation or gender-affirming care from family members, as well as younger clients hiding their sexual
activity, are often well-versed in the complexities of data flows. This is likely due to the tangible threats they face;
their concerns are not at all abstract but vivid and concrete because they are local and immediate. In contrast,
abortion-seeking patients may not have as much experience with these risks, as their need for an abortion is
circumstantial rather than rooted in a persistent, identity-based vulnerability. To the extent that an updated
notion of informed consent requires clarity on how law enforcement can access data beyond EHRs, patients who
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are not experienced in managing such threats will need encouragement to think more actively about their data
and vulnerabilities—similar to how reproductive healthcare providers note that their traditionally vulnerable
patients (e.g., LGBTQ+, minors, IPV survivors) often do.

Research has shown that subtle changes in format and delivery can significantly influence how patients are
sensitized to and think about informed consent in the realm of digital privacy protection [130]. One approach
could be to develop contextual guidance—such as by assisting reproductive healthcare providers in informing
patients about data flows during the setup of patient portals, reviewing medical histories that generate EHRs, and
explaining the limitations of HIPAA when accessing medical data on personal devices. While the providers we
spoke with made some relevant gestures in that direction—such as reminding patients that their passwords should
not be easily guessed by family members and having them sign releases to upload their medical information
to the portal—these reminders are narrowly framed and fail to address the broader risks of digital threats that
patients may face.

Additionally, reproductive healthcare providers can initiate conversations with patients about how they use
their devices and the associated risks, especially in relation to the people in their lives and the laws in their state.
Providers should adopt the practices of the few we spoke with who explain EHR data flows before asking patients
whether they wish to share their information. While reproductive healthcare providers routinely navigate the
complexities of their patients’ circumstances, they need support to acquire an updated understanding of the
broader and more intricate threat model than their experience has prepared them for. Finally, while providers are
already over-burdened [110], we see no way around the need to update how informed consent is conceptualized
and achieved post-Roe.

6 RECOMMENDATIONS AND DIRECTIONS FOR FUTURE WORK

Based on our findings of providers’ practices and understandings, we provide preliminary privacy guidance for
reproductive healthcare providers to better protect their patients data and digital privacy.

EHR guidance. There is reason to believe that once EHRs cross state lines [4, 38, 74, 75, 78, 143] or end up on
patients’ personal devices [41, 107], they become threats to both patients and reproductive healthcare providers.
Some types of advice that need to be further explored are:

e Give reproductive healthcare providers a basic understanding of the typical EHR information flow
threats [41, 92] and what their clinic EHR system does (e.g., sharing defaults, segmentation [41]), which
most providers didn’t know. Inform reproductive providers about the state laws that impact them and
their patients, with ongoing guidance about how states are attempting to further test HIPAA laws
(e.g., [4, 38, 75, 78]) and what the implications might be for their clinic.

o Inform reproductive healthcare providers that EHR storage, as well as communications about care that
takes place in EHRs, may not be protected by HIPAA under several circumstances: when stored on patients’
devices [107], when shared with apps not protected by HIPAA [53, 59, 105], when practices/physicians
are subpoenaed [106, 109], and when shared across state lines [41, 143]. Guidance should be given for
each of these threats.

e Provide guidance for talking to patients about, e.g., how EHR distribution works and the best plan for
sharing across healthcare providers. If the goal is to coordinate and communicate aftercare with patients
rather than transfer records, then limited record-keeping may be sufficient for out-of-state patients.

o Clinics vary in their protocols for sharing health data, so before seeking abortion care, patients should be
given a set of questions to ask potential out-of-state healthcare providers about how they communicate
and store EHRs and to discuss options for alternatives, promoting informed consent.
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Patient device guidance. Authorities do not need access to EHRs from healthcare providers to start an investiga-
tion [35, 112]. Hostile healthcare providers [71], friends, family, and partners [84] can report on those they suspect
of receiving an abortion [59], which allows law enforcement to seize individuals’ devices [112]. Patients’ phones
generate a tremendous trove of data [28], including texts, social media, search histories, location data, purchasing
histories, and health apps [43, 124]. But law enforcement can cast wider nets through geofencing [25, 45], keyword
warrants [35, 126] or simply through access to third parties [35, 129] to identify patients who go to clinics [25, 131]
or perform other abortion related activities online, including visits to clinic websites for scheduling (e.g., [68]),
searches (e.g., [111]) and visits to abortion pill websites (e.g., [63, 72]). Some types of information and advice for
patients that need to be further explored are:

o Searches for and visits to abortion pill and clinic websites can be tracked [63, 72, 111] by third parties like
Google, Meta, and TikTok [68] and thus accessed by law enforcement [98].

e Phones can be used to track visits to a physical clinic [25, 45, 131].

e Communications on social media and messaging apps (e.g., [70]), browsing histories; location, and
payments can be investigated if suspected of an abortion [43, 112, 124]. Devices can be seized and subpoenas
or warrants can be issued to the companies that collect information related to abortion [10, 72, 98, 111].

o Other methods of surveillance outside of device location tracking include video cameras when making
purchases in stores, tolls, and license plate photos and scanners [36,37].

e HIPAA does not protect health-related information that is not stored in EHRs (e.g., [99] and EHRs may
not be protected in hostile states (e.g., [41, 75, 78, 143]).

e It is important to understand the privacy practices of health and period tracking apps [43, 117, 139].

o Compartmentalizing daily activities from abortion-related actions can help maintain privacy, as recom-
mended by the EFF [19, 20].

Future work will build upon and refine these suggestions, along with the threat model data flow we have
presented, to create an accessible and effective guide or toolkit for reproductive healthcare providers. These
models must be continually updated for accuracy and emphasis to reflect changes in the interpretation of laws
through litigation and prosecution. We are only beginning to understand the limitations of what HIPAA does not
cover in this digital era [59, 99], a challenge even those responsible for enforcing it are struggling to clarify [109].

7 CONCLUSIONS

Providers primarily focus on safeguarding patients’ information within the physical spaces where they deliver care
and managing electronichealth record (EHR) information flows to family members or partners, particularly for
vulnerable patient groups such as minors, individuals receiving gender affirming care, and those with disapproving
or abusive partners. However, providers do not fully grasp the complex digital landscape of threats that abortion
patients face from all sides. While EHRs may be vulnerable to both hostile providers and governments, social
media, third-party platforms, and patient devices also remain susceptible to government access. As a result,
these digital threats are not necessarily prioritized in providers’ privacy concerns. This is partly because their
threat models have not been tested or updated to account for state-level adversaries, whose digital reach almost
certainly bypasses health privacy laws. Furthermore, providers are driven by their responsibility to lower barriers
to care for their patients. Against this background, we provide preliminary guidance for providers to inform their
patients about the limits of HIPAA as it pertains to EHRs and the security risks of their digital activities and
devices, while empowering them to access the healthcare they need.
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